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**ABSTRACT**

RAN slicing is one of the key enabler to enable virtualization of a BS and its delivery as a service with different levels of network isolation and sharing so as to accommodate the needs of mobile network operators and verticals. In this demonstration, we show a prototype of a RAN slicing runtime system to enable flexible slice customization on the top of a disaggregated RAN infrastructure [1] with different levels of isolation and sharing in terms of resources and network functions, while retaining the quality of service (QoS) for different slice instances. Furthermore, a novel plug & play network application chaining framework empowered by a network software development kit (SDK) is demonstrated to show how the multi-service programmability on per-slice basis can be achieved. Our demonstration is based on the OpenAirInterface [3], Mosaic-5G FlexRAN [4] and LL-MEC [2] platforms. Finally, we highlight how the proposed approach can be extended to an end-to-end network slicing scenario.

1 DEMONSTRATION

The proposed demonstration has the following goals:

- To show how the RAN runtime slicing system enables the dynamic creation of slices with quality of service (QoS) support, while providing functional and resource isolation among different slices (e.g., verticals).
- To highlight the efficiency and flexibility of the proposed RAN runtime to partition and allocate radio resources among different slices based on the QoS requirement as well as the corresponding service level agreement (SLA).
- To demonstrate a novel plug & play (P&P) execution environment for network control applications running on the top of the platform software development kits (SDKs) so as to customize and control the RAN programmability as per slice requirements.

We will use the testbed setup illustrated in Fig. 1, including three commercial smart phones, three Intel-based mini PCs (Intel i7, 3.4GHz processor with 8GB RAM) and 1 Ettus USRP B205 software-defined radio (SDR). The SDR is connected to one of the PCs, over which the eNodeB (eNB) data plane and the RAN runtime is deployed. The RAN runtime communicates through an OpenFlow-enabled open virtual switch (OVS) to the multi-access edge computing (MEC) node, where the network control application chains of three RAN slices are deployed. Each slice-specific chain is deployed in the form of P&P virtual network functions on the top of MEC platform, running isolatedly between each other. The eNB also communicates with the third PC, which acts as an evolved packet core (EPC) and home subscriber server (HSS) shared among all three RAN slices.
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